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Abstract 
The idea of building a digital twin is related to simultaneously creating a model that becomes a transportation vehicle for 
data within the information life cycle. In order to create such model, there should be well-defined feature space. Because of 
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decreases. In this study, the importance of the methods chosen for dimensionality reduction while creating a model setup, 
which can predict the error on a digital twin, is presented with an exemplary implementation. Four different dimension 
reduction methods, PCA, Conventional PCA, WPCA, and Mars, were applied to dataset with 89016 observation values and 
590 different attributes, in order to predict error via Non-linear SVM with Polynomial kernel. According to results WPCA 
and MARS methods, predicted the error more successfully than others. As a result, the feature extraction solutions, that the 
methods provide, affected the performance of the designed models. 
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model setup, which can predict the error on a digital twin, is presented with an exemplary 

implementation. Four different dimension reduction methods, PCA, Conventional PCA, 

WPCA, and Mars, were applied to dataset with 89016 observation values and 590 different 

attributes, in order to predict error via Non-linear SVM with Polynomial kernel. According to 
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Introduction  

Working correctly and giving necessary reactions against external effects for a Cyber-Physical 

System (CPS) design is closely related with the level of success of the models, which the system 

components are designed with. Those models can be qualified as the ultra-high fidelity 

simulations, which include the machines in the real world, all applications regarding to this 

machines and the relationships between each other (Gabor, Belzner, Kiermeier, Beck, & Neitz, 

2016). The primary function of these simulations also called digital twin is to actualize all 

events defined in the twin with the highest accuracy (Tuegel, Ingraffea, Eason, & Spottswood, 

2011) (Glassen & Stargel, 2012). In addition to that mission, digital twins are also tasked to 

predict the possible behaviors while the system, which they are a part of, is operating. Just being 

designed with a high-level simulation is not enough for this function of a digital twin. It has to 

collect and process all required data for the system, which it is a part of, and increase the 

experience of the system regarding giving action to a reaction (Belzner, Hennicker, & Wirsing, 

2015). Gaining and increasing experience in this way coincides with the definition of machine 

learning of Mitchell (1997) for a digital twin. So indeed, when the algorithm is considered in 

terms of experience and task, design of effective algorithms (Mohri, Rostamizadeh, & 



Talwalkar, 2012), actualization of the learning as the machine’s experiences are increasing in 

the light of these algorithms (Alpaydın, 2014)  and the design of the software and programs 

which produce rules thanks to the dataset worked on (Harrington, 2012; Kodratoff & Michalski, 

2014), adapt to the changes on the dataset and whose performance can also improves and gets 

better as their experience increases (Witten & Frank, 2005; Blum, 2007), lay a significant stress 

on the data for a responsive digital twin. Therefore, the digital twin can estimate how the system 

has to behave to tolerate the errors which happen while it is performing its tasks. In addition to 

tolerating the error in the production process, the design plan of the product should match up 

with the requirements and specifications. Thanks to the digital twin, the cost of producing a 

physical prototype in order to control such situation, is eliminated via the design of the digital 

prototype. Thus, it would be possible to make easier and more cost-effective validation and 

verification (V-V) than the classic method (Dahmen ve Rosmann; 2018). However, the model 

developed/used while predicting the errors, controlling the V-V and their consequences, has to 

deal with a huge number of features. The accuracy rate of the built model decreases when the 

number of features increases. This situation stated as “curse of dimensionality”, describes the 

challenge in training the model as the predictor variables are added (Bellman, 1961). The main 

reason for this difficulty is the exponential increase of the complexity of the model concerning  

the number of features. One of the methods proposed as a solution to that problem is 

dimensionality reduction. In this study, the importance of the methods chosen for 

dimensionality reduction while creating a model setup, which can predict the error on a digital 

twin, is presented with an exemplary implementation. 

Principal Component Analysis (PCA) 

The main goal of Principal Component Analysis (PCA) is to perform dimensionality reduction 

in a multidimensional dataset. It is one of the frequently preferred methods to extract the 

features, which provide the most information-gain and reduce the number of dimensions (Da 

Costa, Alonso, & Roque, 2011; Jolliffe, 2002). Dimensionality reduction is performed by 

determining the features closely related with the target feature and specifying the attributes 

which provide the maximum information-gain about the target feature. PCA can be considered 

as a regression-based optimization problem (Kramer, 2011). Let there be 𝑛 numerical variables 

in a dataset, V. PCA will calculate n principal components. Each of these PCs is a linear 

combination of original variables which includes coefficients equal to the eigenvectors of their 

correlation or covariance matrices. The first PC (𝑃𝐶1) is as in the Equation 1 in the most general 

form (Jolliffe, 2002): 

𝑃𝐶' = 𝑏''(𝑥') +	𝑏'-(𝑥-) + ⋯+ 𝑏'/0𝑥/1	 Equation 1 



where 𝑏'/ 𝑝. is the regression coefficient of the variable.  

 

Despite of the PCA method being frequently preferred, it can be seen that the method places 

the same importance on all of the observation values in some datasets and does not produce 

accurate results against the outliers and noise in the dataset. In return for this situation, different 

PCA based methods are proposed. 

Conventional Principal Component Analysis 

The primary goal of the Conventional PCA method is to represent the data with the maximum 

variance. For example, let 𝑥', 𝑥-, … , 𝑥5	be (𝑁) training sets and m represent the total mean of 

these training sets. In this case, the covariance matrix of the training set is defined as in the 

Equation 2 (Fan, Liu, & Xu, 2011). 

𝐶 = 	
1
𝑁7

(𝑥8 − 𝑚)
;

8

(𝑥8 − 𝑚)< =
1
𝑁𝑋𝑋

<	 Equation 2 

X is defined as 𝑋 = [𝑥' − 𝑚, 𝑥- − 𝑚,… , 𝑥; − 𝑚] in the above equation. However, the 

calculation of eigen decomposition of C is difficult when the dimensions of the covariance 

matrix, C, is oversize. As a solution to this problem, a new D matrix should be defined as       

𝐷 = '
;
𝑋<𝑋. The normalized eigenvectors of D are defined with 𝑣8, those which belong to C are 

defined with 𝑢8	(Fan et al., 2011). However, 𝑢8 should be defined as a function of 𝑣8	(Equation 

3).	𝜑8 terms in the equation are the non-zero eigenvalues of both C and D.  

𝑢8 = 	
1
D𝜑8

	𝑋𝑣8							(𝑖 = 1,2, … , 𝑟)	 Equation 3 

Conventional PCA extracts the features by transferring the random sample 𝑥 into an 𝑟-

dimensional space.  

Weighted Principal Component Analysis (WPCA) 

Figure 1. The design form of the dimensions in PCA method  



WPCA method uses the distances between each of the test and training sets to calculate the 

weighted covariance matrix. It performs the feature extraction with that covariance matrix. Let 

𝑦 be the test set and 𝑥', 𝑥-, … , 𝑥5 the training sets. At this point, the proposed WPCA weighted 

covariance matrix is calculated using Equation 4 (Fan et al., 2011). 

𝐶I = 	
1
𝑁7𝑥8J𝑥8J<

;

8K'

	 Equation 4 

In this calculation, 𝐶I is the weighted variance matrix, where 𝑥8J = 	𝑤8𝑥8. The calculation of the 

weight coefficients, 𝑤8,  is given in the Equation 5. 

𝑤8 = 𝑒𝑥𝑝 O−
−	𝑑𝑖𝑠𝑡(𝑥8, 𝑦)

𝜇 T 	𝑑𝑖𝑠𝑡(𝑥8, 𝑦)	 Equation 5 

𝑑𝑖𝑠𝑡(𝑥8, 𝑦) is the distance between 𝑥8 and 𝑦 in the equation. 𝑚𝑎𝑥
V8WX

 is the maximum of the 

distances between the test set and the training set. 𝜇 is a positive constant. As it can be 

understood from the calculation of WPCA, the weight coefficient of the closest training set to 

the test set is larger than the others. Therefore, it has a more significant effect on the variance 

matrix. The existence of such a training set restricts the effect of other training sets. 

Multivariate Adaptive Regression Splines (MARS) 

Multivariate Adaptive Regression Splines (MARS) was proposed by Friedman (1991), and it 

can perform with relative ease even in the conditions where the data is large, and the number 

of variables is small. It applies the divide and conquer strategy (Zhang & Goh, 2016). MARS 

is a method, which uses nonlinear and nonparametric regression model and provides an 

opportunity for flexible modeling in high-dimensional data. The most general form of a MARS 

model is given in Equation 6 (Samui, 2013). 

𝑦 = 𝑐Z +7𝑐8

;

8K'

[𝑏\8

]^

\K'

0𝑥_(\,8)1	

𝑤8 = 𝑒𝑥𝑝 O−
−	𝑑𝑖𝑠𝑡(𝑥8, 𝑦)

𝜇 T 	𝑑𝑖𝑠𝑡(𝑥8, 𝑦)	

Equation 6 

In the equation, y is the output variable, 𝑐Z is the constant, 𝑐8 is the coefficient of the non-

constant basis function and 𝑏\80𝑥_(\,8)1 is the truncated power basis function. 𝑣(𝑗, 𝑖) is the 

indices of the independent variable in the 𝑖th term of the 𝑗th product. 𝐾8 is a parameter which 

limits the order of interaction (Friedman, 1991). 

The Comparison of the Methods in the Prediction of Error  

In this study, a jet dyeing machine of a factory in a stage of transition to CPS design in 

Massachusetts is used as a base. The factory sells plastic, plexiglass glasses ,and bottles with 



colored embossing special for Halloween to the large organizations as a promotional material 

every year. Dyeing faults happen in the products produced with combinations of 12 different 

colors of 42 different designs. The factory aims for the newly designed digital twin to predict 

the error and the system to behave in a way to minimize the error. In this study, feature 

extraction methods were used for determining the features with the most significant 

contribution to the error of the digital twin which has a design based on the production data of 

three years. The successes of the methods were compared using a support vector machine 

according to the performance of predicting the error through the extracted features. There are 

89016 observation values and 590 different attributes in the dataset obtained in the study. A 

part of the base values of a raw sample taken from the dataset is shown in Figure 2. 

 

 
Figure 2. The base values of a raw sample taken from the dataset 

In the dataset, the values measured during the production process, from the faultlessness of the 

printing of the product coming from the printing machine to the spraying speed of the color and 

dye according to the pattern in the productions before every Halloween, are given. In Figure 3, 

the distribution of the observation values in the sample taken from the dataset is given. 



 

Figure 3. The distribution of the observation values in the sample taken from the dataset 

First of all, the values in the dataset were preprocessed using R ,and with the help of mice, VIM, 

Boruta packages ,and the missing values were completed. Non-linear SVM with polynomial 

kernel was used for predicting the error with the help of feature spaces extracted by applying 

standard PCA, conventional PCA, WPCA and MARS to the dataset. The existence or absence 

of error was tried to be predicted by splitting the data in feature space with the hold-out method 

(75%-25%). The accuracy values of error prediction of the SVM models designed in each 

feature space are given in the Table 1.  

Table 1. The accuracy values of error prediction of the SVM models designed in each 
feature space 

Feature Space (FS) SVM Model Type SVM Model ACC 

𝐹𝑆def	 Non-linear Polynomial kernel 𝑀'	 87,73% 

𝐹𝑆edef	 Non-linear Polynomial kernel 𝑀-	 89,46% 

𝐹𝑆hdef	 Non-linear Polynomial kernel 𝑀i	 91,34% 

𝐹𝑆jfkl	 Non-linear Polynomial kernel 𝑀m	 91,18% 

In Table 1, it can be seen that the success rates vary by the SVM models designed in the new 

feature spaces created with the feature extraction methods. It can be seen that the model (𝑀') 

designed with standard PCA is not sufficient although it produces a nearly successful result. In 

this sense, it can be observed that the models (𝑀i,𝑀m), designed with the help of features spaces 



created with WPCA and MARS methods, can predict the error more successfully than others. 

In addition to the accuracy of the model, F-measure was also calculated as the integrated 

performance evaluation criterion. In these calculations, it was seen that 𝑀i	(F=94,68%) has 

larger values than 𝑀m	(F= 92,56%).  

Results 

The importance of the methods used in predicting the variables that cause the error, regarding 

the capability of digital twin to optimize the system's behavior to correct the error, for digital 

twin within CPS design to be able to predict the error is explained through this study. In applied 

practice, it has been understood that the standard PCA method fails to acquire the desired 

achievement. WPCA, which is the further developed version of this method, displays more 

accurate estimations of the error. However, it would be incorrect to present this method as the 

only method that should be used in twin design. PCA is affected by the variance condition of 

the dataset. Therefore, MARS method should be chosen in the design when the variance 

condition is not met. 

Some constraints of the study are the prediction of erroneous conditions: color-visual 

discrepancy and dye bleeding in the embossment. Another constraint of the study is that the 

hold-out method is used in the design of SVM model. Instead of this method, more precise 

model design and accuracy prediction are possible with the k-fold cross validation methods. 

As alternatives to standard PCA method, there are methods like kernel based PCA (Burges, 

2010), sparse-data kernel based PCA (Li, Gao, 2011), singular value decomposition (SVD), 

SVD based PCA in literature. The feature extraction solutions that the methods provide 

purposefully differ by methods and they affect the performance of the designed models. For 

this reason, using only the production-oriented working principle design as a base in the design 

of a digital twin, and focusing only on the data collection and model design strategy in the 

design for  prediction, shall cause making an imperfect design. In order that the action-reaction 

process of the system in production can work adequately, feature extraction should be done on 

the collected data and used on the actual factors which cause the trouble for the solution. 

Conclusion 

The ultimate goal of digital twin for production process is create data-driven solutions 

incorporating advanced analytics. Thus that production process can be transformed from “react 

and repair” to “predict and prevent”. Besides digital  twins  with  predictive  power  will  provide  

significant  reduction  to  unplanned  downtime and costs and also  significant  benefits  and  

advantages  during  well  construction  and  production,  But the  whole advantages of a digital 



twin depends on its data strategy from collecting to the modelling. According to SIEMENS 

(2018), with insufficient data analysis strategy and adequate modeling, all the costs from 

predicting to modeling, from validation to verification will become unmanageable, when it’s 

compared to the classic production process. So there should be such a strategy that necessary 

to properly verify that the model properly predicts the source of error and validate that the 

model adequately represents the reality. 
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