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Introduction 
Today's business world is becoming more complex day by day 

and everything becomes data oriented. Making meaningful 
inferences from raw data is an important task. Undoubtfully, data 
mining is a fatal approach to make research and analysis to protect 
brand value. This study mainly focuses on creating insightful data 
and make a prediction with customers’ complaints reported to the 
company’s call centers. Call centers aims to solve customers’ issues 
to increase customer satisfaction and loyalty by guiding during the 
call or directing technical services to customers. However, 
sometimes call center teams can make wrong guidance and this 
situation may lead to lose time, ineffective technical support, 
customer dissatisfaction and increment in cost of operations. In 
this study, prediction models were developed to evaluate the 
contents of call records by classification, using random forest and 
applying decision tree methods. 

Literature Review 
Data mining is the computational process of discovering 

patterns in large datasets involving methods at the intersection of 
artificial intelligence, machine learning, statistics, and database 
systems (Kesavaraj & Sukumaran, 2013). The data is not only in 
form of figures, but also in text. Text mining is the automatic and 
semi-automatic extraction of implicit, previously unknown, and 
potentially useful information and patterns, from a large amount 

of unstructured textual data, such as natural-language texts 
(Chakraborty & Nagal, 2015). The main goal of text mining is to 
enable users to extract information from textual resources and 
deals with the operations like, retrieval, classification and 
summarization (Purohit, Atre, Jaswani, & Asawara, 2015; 
Gaikwad, Chaugule, & Patil, 2014; Khan, Husain, & Beg, 2015). 

Text Mining  
Text summarization is used to reduce the length of a 

document while retaining most important points and general 
meaning. It is the process of collecting and producing concise 
representation of original text documents (Mukhedkar, Sakhare, & 
Kumar, 2016). Text summarization techniques can be applied on 
multiple documents at the same time. Quality and type of 
classifiers depend on nature and theme of the text documents (Al-
Hashemi, 2010). Additional methods of text mining are 
introduced with standard text mining process to improve the 
relevance and accuracy of results (Chen & Zhang, 2014). 
Information extraction is an initial step for unstructured text 
analyzing (Nassif & Hruschka, 2013). Simplification of text is the 
work of information extraction.  

In text mining, the typical text categorization process consists 
of pre-processing, indexing, dimensionally reduction, and 
classification (Lam, Ruiz, & Srinivasan, 1999; Lodhi, Saunders, 
Shawe-Taylor, Cristianini, & Watkins, 2002). The goal of 
categorization is to train classifier based on known examples and 
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then unknown examples are categorized automatically. 
Information visualization techniques provide a convenient means 
to summarize documents in visual forms that allow users to fully 
understand and memorize data insights.  

One of the study in the field of text mining was conducted by 
collecting real -life data from contact center summaries for a 
telecommunications company to learn various aspects of noise 
with detailed experiments to study its effect on automatic text 
classification systems (Agarwal, Godbole , Punjani, & Roy, 2007). 
El Gayar and Ghanem’s (2012) study shows that general model 
that accepts any type of audio material and studies its content 
through machine learning techniques by automatically converting 
the audios into text and mining the text content. In Kaur & 
Singh’s (2012) research, several text mining techniques on 
recorded telephone calls mimicking real agent/customer 
conversations after translating them into text in order to detect the 
speakers' emotions, and hence predict whether the customer is 
satisfied or dissatisfied of the service provided. 

Classification 
On the other hand, classification is a data mining task of 

forecasting the value of a categorical variable by building a model 
based on one or more numerical and/or categorical variables 
(Kataria & Singh, 2013). There are various classification 
techniques like Decision Tree, Random Forest Classification, 
Bayesian Classification and Nearest Neighbour Classifier. 

Decision trees are one of the most popular classification and 
prediction methods used in text mining. Decision tree recursively 
partitions the training dataset into smaller subdivisions based on a 
set of tests defined at each node or branch. Decision tree methods 
include Classification and Regression Trees (CART) and Chi 
Square Automatic Interaction Detection (CHAID) (Kaur & 
Singh, 2012; Kayri & Kayri, 2015).  

Random Forest is a supervised learning algorithm. The “forest” 
it builds, is an ensemble of Decision Trees, most of the time 
trained with the “bagging” method. The general idea of the 
bagging method is that a combination of learning models increases 
the overall result (Donges, 2018). Random Forest is a classification 
model that tries to make more accurate classification by producing 
more compatible models using more than one decision tree. Each 
node is split using the best among a subset of predictors randomly 
chosen at that node (Liaw & Wiener, 2002). In addition, in 
random forests, there is no need for cross-validation or a separate 
test set to get an unbiased estimate of the test set error (Breiman 
& Cutler, 2002). It is estimated internally, during the run. 

  

Figure 1. Architecture of the study. 

Data and Methodology 
This study is prepared to make an improvement in the home 

appliance company’s customer call centers to give more consistent 
respond to customers’ complaints and needs by increasing 

prediction accuracy of error causing spare parts. All the steps 
including the data preprocessing is described with the Figure 1. 

Data  
Data used in this study is provided by a company which is 

functioning in the home appliance industry. In data, there are 
records created by call center agents after making calls with 
customer, and shows how the technician estimates the related 
errors. Briefly, there are estimated error codes which are entered by 
the call center agents during the talk and the exact error codes 
which are recorded by the technician after the customer visit. The 
data collected between January 1, 2016 and April 31, 2017. The 
study is conducted by selecting a specific product which is 
dishwasher to limit the data, however the same analysis can be 
conducted to different products by selecting their related data. The 
dataset includes 35 different countries information which are 
Turkey, France, Hungary, Portugal, India, Belgium, Italy, Czech 
Republic, Turkmenistan, Kazakhstan, Ukraine, Greece, Romania, 
Netherlands, Singapore, Malaysia, Switzerland, Thailand, Hong 
Kong, Taiwan, Austria, Luxembourg, Peru, Chile, Germany, 
Bulgaria, Slovenia, Estonia, Croatia, Serbia, United Kingdom, 
Ireland, Australia, New Zealand, South Africa.  

Data Preprocessing 
In data preprocessing step (Fig. 1), after reducing the length of 

document, information extraction is applied by transforming 
corpus of textual documents into more structured database, 
categorization is used for grouping words according to the spare 
parts and visualization is used for explaining data insights. 

There are a lot of information about the call center in the data. 
However, there is no need to use every data available to achieve 
the desired result. For this reason, the parts that are not used in the 
project have been cleaned in the data to make the working model 
running faster. Moreover, records including incomplete fields are 
also removed. In final version of the dataset, the common 
characteristics related to customer’s complaints about the 
company’s dishwasher product line are included. These are 
customer’s country, call duration, calling date, age of appliance, 
operating time, storage time, warranty, spare part, error causing 
part and reason of exchange or repair, information about summary 
of the customer's statements that has made in the phone 
conversation, and information about the part configuration where 
the spare part is caused by each error which is called "QM Part 
Structure". In addition to these fields, two main text columns used 
in this study are "Error Causing Part" and "Customer Text” which 
consists of sentences written in approximately 10 different 
language. These are Turkish, French, Italian, German, Bulgarian, 
Chinese, Spanish, Estonian, Croatian, Dutch. It is necessary to 
create a single databank to create inconsistencies in different 
language grouping. To eliminate language barriers, all sentences 
are translated into English through Google API, the 
corresponding code is written and then it is applied. The 
abbreviations, "-", "_" and similar shapes have been cleaned from 
the data. The length of data is reduced by removing whitespaces 
and punctuations for summarization through R and Excel tools. 
Punctuations also meaningless to understand the relationship 
between words and spare part. Removing punctuation will not 
only accelerate the data while running but also provide space. 
Changing words cases took an advantage to catch letters before 
translating words from many different languages to English. After 
the Google API is applied, stop words are removed to select more 
appropriate words. Stop words usually refers to the most common 
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words in a language. In this dataset stop words in English 
language are eliminated. Also, numbers are eliminated because 
numbers will not show the correlation between customers’ words 
during call and spare parts. 

Tokenization is a method of separating clauses as words, 
expressions, symbols, and markers. The main purpose of this study 
is to find certain words in estimating defective spare part errors. 
For this reason, the clauses in the data are separated first by word. 
Each word forms the head of the columns. Later on, the lines 
below have been given in the form of 1-0. For example, there are 
two sentences; 

• I will go home 
• I will do my homework 

The result of this sentences in terms of tokenization is: 

  

In addition, the number of records that seldom lasted in the 
records in the data set is reduced. In this study the frequency level 
is set to 0.99. This can be expressed as; if there is a word having 
less than 1% of frequency in the data, it is removed from the data.  

Methodology 
In this study, it is planned to utilize the prediction models in 

home appliance company customer call centers to estimate the 
correct failed spare parts to increase accuracy, which is the 
percentage of how close an estimated value is to the actual value. 
Also, it will identify root cause of problems by looking at 
controversial topics and how agents can deal with them to provide 
better solutions. In the study, text mining classification models are 
built with random forest and decision tree models after the data 
preprocessing step. Models try to predict the correct words with 
matching spare parts. All the steps are given in Fig. 1. 

After the data preprocessing, random forest methodology is 
implemented to find which words refer which spare parts. All the 
translated data is represented in a matrix form as it is explained in 
tokenization part. Each record refers a different call and each 
column represents a distinct translated word. Next to the words a 
new column including the exact error causing part code is added. 
Thus, the necessary dataset is established for modeling. Data is 
partitioned for training and testing and random forest method is 
applied. The training partition is typically the largest partition, and 
contains the data used to build the various models we are 
examining. The same training partition is generally used to develop 
multiple models. Accuracy is calculated based on the proportions 
of the modeled and predicted values relative to the generated train 
and test data. The higher the degree of proximity to the ratio of 1, 
the higher the accuracy of the value established. 

After the text mining approach, a decision tree is created 
between the variables that appear to be related to the error causing 
part field. These variables are age of appliance, operating time, 
storage time and country. Age of appliance refers to age of product 
and its unit is year. Operating time refers to time from when the 
product was sold to when the problem occurred and its unit is year. 
Storage time refers to when the product is stored until it is sold 
after and its unit is year. The most important factor in selecting 
these columns is the closest and meaningful columns in the data 
when creating a rule. With this algorithm, different rules can be 
determined for each country. In this study, two different decision 

trees are formed. One is based on the data of a selected country 
which is Turkey and the other is using all countries’ data. 

Results 
Visualization is very important to fully understand and 

memorize data insights word clouds are a technique that provides 
colorful visualization. Word cloud selects the frequent repetitions 
of the words in a script, bringing them together on a schematic 
level and making the most used ones bigger. In this study, the 
purpose of using it is to make use of the frequently used 
expressions of the words that the customers use. As shown in the 
Figure 2 and Figure 3 “water” word is used most commonly while 
customer describing own complaints to call center agents.  

  

Figure 2. Word cloud of whole data. 

  

Figure 3. Word cloud of Turkey. 

The main purpose is to estimate spare parts errors of the 
dishwasher. Table 1. Illustrates some of the spare parts and their 
referring words derived from output of the Random Forest 
algorithm. The header includes name of spare parts which is 
written as bold, the rows include referring words. The whole 
output includes all the spare parts and their referring words. 

Table 1. Words list from random forest. 
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The accuracy rate for the words ranges from 49% to 59%. 
Since the test data is randomized every time the program runs, the 
accuracy rate for the words changes each time. 

As a second approach to predict QM Part Structure categories 
which group spare parts that are related to each other CART 
algorithm is applied in R tool to create a decision tree graph for 
the user. The purpose of using it in this study is to get a 
meaningful decision tree by taking age of appliance, operating 
time, storage time and country as input variables. The rules derived 
from the CART algorithm for each spare part category. 

For example;  

Country: GB, IE, NZ  
  Operating Time (year): 1, 2  
  Age of Appliance (year): 11,12,13,14,15  
  QM Part Structure: PG_0210:04 

Decision trees can be constructed by selecting only one 
country’s data. Another Decision Tree for Turkey is generated to 
gain insights about the spare parts in Turkey. 

For example;  

Age of Appliance (year): 7, 8, 9,10,11,12  
  Storage Time (year): 5, 11, 12  
  Operating Time (year): 0,2,3,5  
  QM Part Structure: PG_0110:012 

Conclusions 
The methodology is followed in this study is Text Mining 

process with Random Forest and Decision Tree techniques. In 
data cleaning and preprocessing step, empty records are cleaned, 
sloppy records which come from the Call Center Agents’ manual 
entries are recovered. Moreover, stop words, punctuations, and 
numbers are removed in this step. Different text mining 
techniques are applied for creating an appropriate model. In 
modeling step, the aim is to find most accurate model that words 
refer error causing part of the products successfully. Random 
Forest and CART Decision Tree are applied. Since Random 
Forest is the best way to compare words as a 1-0 matrix according 
to target values. According to the Random Forest results, Call 
Center Agents will be able to predict which spare part has a 
problem with a faster and more efficient way. More accurate 
forecasting will increase customer satisfaction, and solving the 
problem at once will be less costly to the company. Additionally, 

CART Decision Tree helps to create a rule with all data in a more 
accurate way in terms of specific variables which are country, age 
of appliance, storage time and operating time. In summary, the 
customer text of the call center data has quite important to 
interpret which part has an error in the product. In addition, 
different countries have different problems about relevant 
products. The study helps companies to make more valuable 
interaction with customers. 
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